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Abstract

Many modern applications have memory footprints that are increasingly large, driving system
memory capacities higher and higher. Moreover, these systems are often organized where the bulk
of the memory is collocated with the compute capability, which necessitates the need for message
passing APIs to facilitate information sharing between compute nodes. Due to the diversity of
applications that must run on High-Performance Computing (HPC) systems, the memory utiliza-
tion can fluctuate wildly from one application to another. And, because memory is located in the
node, maintenance can become problematic because each node must be taken offline and upgraded
individually.

To address these issues, vendors are exploring disaggregated, memory-centric, systems. In this
type of organization, there are discrete nodes,reserved solely for memory, which are shared across
many compute nodes. Due to their capacity, low-power, and non-volatility, Non-Volatile Memories
(NVMs) are ideal candidates for these memory nodes. This report discusses a new component for
the Structural Simulation Toolkit (SST), Opal, that can be used to study the impact of using NVMs
in a disaggregated system in terms of performance, security, and memory management.
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Chapter 1

Introduction

With the arrival of the big data era, the need for fast processing and access to shared memory
structures has never been as crucial as it is today. For better reliability, upgradability and flexibility,
major vendors are considering designs that have disaggregated memory systems, which can be
accessed by a large number of processing nodes. The fact that such systems are disaggregated
allows upgrading memory, isolating malicious or unreliable nodes, and enables easy integration of
heterogeneous compute nodes (e.g. GPUs, FPGAs, and custom accelerators). To better understand
how a disaggregated memory system is organized,please refer to Figure 1.1, which depicts a sample
disaggregated memory system.

Node 0 Node 1 Node 2 Node 3

Local
Memory

Local
Memory

Local
Memory

Local
Memory

Router Router Router Router

NVM

External Shared Memory

NVM NVM

Very fast interconnect (e.g.,
GenZ-based, CCIX-based)

Fast but power-consuming
memory (e.g., DRAM)

External World
Link

Dense, power-efficient and
persistent memory

Figure 1.1: An example of a disaggregated memory system. The sys-
tem has several nodes (SoCs) where each node may have its own internal
memory but share external memory.

As shown in Figure 1.1, the nodes must access an off-chip network to access the external
memory. Although local updates to external memory locations can be made visible to all other
nodes, scaling the coherence protocol is challenging. While using directories could help, there
are still inherent design and performance complexities that can arise. One direction that vendors
are considering is the use of software to flush updates in local caches to the shared memory and
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make it visible to other nodes. One can think of it as having a lock around the shared data, and
not releasing it until all of the updates have been flushed to the external memory. Once the lock
is released, the other nodes need to make sure they are reading the data from the external memory
rather than their internal caches. One way to do that is to use clflush after any reads or updates,
which guarantees copies of that memory location are invalidated in the cache hierarchy. Other use
cases include partitioning the memory carefully between nodes, where each node signals all of its
updates and flushes. After which, an aggregator node can read the updated values from the external
memory. In much simpler cases, such as a file containing a large social network graph where no
updates are expected to that graph (read-only), there is no need for special handling of accesses to
the graph.

The Structural Simulation Toolkit (SST) [6] has been proven to be one of the most reliable
simulators for large-scale systems due to the scalability and modular design of its components.
This makes SST the perfect candidate for simulating disaggregated memory systems at scale. One
of the current limitations of SST is the lack of a centralized memory management entity that
can correctly model page faults and requests for physical frames from the simulated machine.
Such a limitation becomes more relevant when there are a large number of shared resources (e.g.
memory pools). To address this problem and to facilitate research efforts in disaggregated memory
systems, a centralized memory management entity is proposed that can be used to investigate
allocation policies, page placement, page migration [5], the impact of TLB shootdown [7, 1, 3],
and other important aspects that are related to managing disaggregated memory systems. This
report describes Opal, a centralized memory management entity, and shows its efficacy using case
studies that can leverage the component.
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Chapter 2

Opal Component

Opal can be thought of as the Operating System (OS) memory manager, and in the case of
a disaggregated memory system, the system memory allocator/manager. In conventional systems
with single level memory, once a process tries to access a virtual address, a translation is triggered
to map the virtual address to a physical address. If a translation is not found, and the hardware
realizes that either there is no mapping to that virtual address or the access permissions would
be violated, it triggers a page fault that is handled by the OS. The page fault handler maps the
virtual page to a physical page that is chosen from a list of free frames (physical pages). Once
a physical page is selected, its address is inserted in the page table along with the corresponding
access permissions. Later, any accesses to that virtual address will result in a translation process
that concludes with obtaining the physical address of the selected page. Since SST aims for fast
simulation of HPC systems, it does not model the OS aspects of this sequence of events. However,
the memory allocation process will have a major impact on performance for heterogeneous mem-
ory systems and disaggregated memory simply because of the many allocation policies that an OS
can select from. Moreover, allocation policies are not well understood on disaggregated memory
systems, making it important to investigate them to discover the best algorithm or heuristics to
be employed for both performance and energy efficiency. To this end, Opal is proposed to facil-
itate fast investigation and exploration of allocation policies in heterogeneous and disaggregated
memory systems.

As shown in Figure 2.1, the Opal component should be connected to the processing elements
in SST and the hardware MMU unit. The main reason to be connected to processing elements is
to pass allocation hints. For instance, if a process calls malloc or mmap with hints to whether the
physical frames should be allocated from local or remote memory, these hints should be recorded
by Opal. While these calls do not immediately allocate physical pages, when a page is mapped,
Opal can use the hints to decide where to allocate the physical page. Similarly, the hardware MMU
unit should have links to Opal, so once a TLB miss and page table walk conclude with a page fault
(unmapped virtual address), Opal will be sent a request for physical frame allocation, which will
be eventually mapped to the corresponding faulting virtual address.

Before diving into the details of Opal, it is useful to understand the different ways a disaggre-
gated memory systems can be managed.

• Exposing External Memory Directly to Local Nodes
In this approach a local node OS (or Virtual Machine) sees both the local memory and exter-
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Figure 2.1: A simulated system that uses Opal for centralized memory management.

nal memory. However, it needs to request physical frames from a central memory manager
to be able to access external memory. To enforce access permissions and to achieve isolation
between data belongs to different nodes/users, the system must provide a mechanism to val-
idate the mappings and the validity of physical addresses being accessed by each node. To
better understand the challenges of this scheme, refer to Figure 2.2, which depicts different
options to implement access control on shared resources when external memory is directly
exposed to local nodes.

In the Figure 2.2, Option 1 would be to check if the requesting node is eligible to access the
requested address at the memory module level. This implementation requires a bookkeeping
mechanism at the memory module level (or in the memory blade) to check the permission of
every access. If the request is valid, it is forwarded to the memory device, otherwise either
random data is returned or an error packet (access violation) is returned to the requesting
core. Since the external memory is shared between nodes, the system memory manager must
have a consistent view of allocated pages and their owning nodes. One way to implement
requesting external memory is through a device driver (part of local nodes’ OS) that can
be used to communicate (either through the network or predefined memory regions) with
the external memory manager. Option 2 is similar but instead of relegating the permission
check to the memory module, the router will have a mechanism to check if the accessed
physical addresses are granted to the requesting node. Finally, in Option 3 , an additional
bump-on-the-wire (ASIC or FPGA) can be added by the system integrator to check for the
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Figure 2.2: Implementing access control for direct access scheme.

permissions of the requests coming out from each node. In all options, nodes will not be
able to have direct access to the permission tables; only the system memory manager will
have such access. This can be guaranteed by encrypting requests with integrity and freshness
verification mechanisms. There are pros and cons of this implementation:

3 Page table walking process is not modified and it is much faster than virtualized
environments (4 steps vs. 26 steps).

3 Node-level memory manager optimizations and page migrations are feasible (unlike
virtualized environments).

7 The operating system must be patched with a device driver to communicate with
external memory manager.

7 The centralized memory manager becomes a bottleneck if not scalable.

• Virtualizing External Memory
In this approach, each node has the illusion that it owns all the system memory, which means
the OS doesn’t need to be aware of the current state of the actual system physical memory.
Figure 2.3 depicts the virtualized system memory scheme.

As shown in the figure, a system translation unit (STU) must be added to support translation
from the node physical address to the system physical address. The STU can be implemented
as an ASIC- or FPGA-based unit that takes a physical address from the node and translates
it into the corresponding system physical address. If the address has never been accessed, an
on-demand request mechanism is initiated by the STU to request a system physical page. The
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Figure 2.3: Implementing access control for virtualized system memory.

STU might need to do a full system page table walk to obtain the node to system translation.
Most importantly, the STU can only be updated through the system memory manager. The
advantages and disadvantages of this scheme are:

3 The OS does not need to be changed or patched.

7 In addition to walking the node’s page table at the node level, the STU will need to
walk the system level page table.

7 There is no guarantee of where the system physical pages that back up the node
physical pages exist.

Integrating Opal in Simulated Systems

As discussed above, Opal must be connected to both a MMU unit (such as SST’s Samba) and
a Processing Element (such as SST’s Ariel). To allow this, any PE core or MMU unit can have
a link that connects to their respective ports in Opal – mmuLink n and coreLink n, respectively.
For example, port coreLink 0 can be connected to port opal link 0 for Ariel. For Samba, port
mmuLink 0 can be connected to port ptw to opal0.

Opal expects a minimum of two types of requests to be received through Samba and Ariel links
– location hints and allocation requests. Hints originate from processing elements where mmap
and malloc preferences are passed to Opal, which will attempt to satisfy them during on-demand
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Table 2.1: SST Modules Used

Module Description
CPU Ariel
MMU Samba [2]
NVM Messier [4]
Network Merlin

allocation. This is similar to libNUMA malloc hints, which are recorded and used later by the
kernel at the time of on-demand paging. Allocation requests come from the page table walker
when the accessed virtual page has never been mapped. This resembles minor page faults and on-
demand paging on the first access to virtual pages in real systems. Apart from these two requests,
Opal also accepts TLB shootdown and shootdown acknowledgment events from Samba units using
the Samba to Opal link.

Table 2.2: Opal Parameters

Parameter Description
clock frequency of Opal component
max inst maximum instructions processed in a cycle.
num nodes number of nodes
node i cores number of cores per node
node i clock frequency of each node.
node i latency latency to access Opal component per node
node i allocation policy memory allocation policy per node
node i memory local memory specific information per node (parameters shown in

Table 2.3)
shared mempools number of shared memory pools to maintain shared memory
shared mem.mempool i global memory specific information per shared memory pool (pa-

rameters shown in Table 2.3)

SST has modular designs for different hardware components. Currently Opal and the disag-
gregated memory model in SST work with specific modules, shown in Table 2.1. Opal uses Ariel
to model CPUs, Samba [2] to simulate memory management units (MMUs), Messier [4] for NVM
memory, and Merlin for networking.

Table 2.3: Memory Pool Parameters

Parameter Description
start starting address of the memory pool
size size of the memory pool in KB’s
frame size size of each frame in memory pool in KB’s (equivalent to page size)
mem tech memory pool technology (0 : DRAM,1 : NV M)
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Opal Configuration

Opal should be configured with component-specific, node-specific and shared memory-specific
information as shown in Table 2.2. Component-specific information includes clock frequency,
maximum instructions per cycle, etc.

Node-specific information includes the number of nodes, the number of cores per node, clock
frequency, network latency to the Opal component, node memory allocation policy as explained in
section 2 and local memory information.

Shared memory-specific information includes the number of shared memory pools and the
respective memory pool parameters. Both per-node local memory and per-shared memory pool
parameters are related to memory and they are explained separately in Table 2.3. Each of these
parameters should be appended with memory related parameters shown in Table 2.2. Table 2.3
describes the memory pool specific parameters. Each memory pool, either shared or local needs a
starting address, size of the pool, frame size or page size and memory technology of the pool.

Example Opal Configuration

opalParams = {
"clock" : "2GHz",
"max_inst" : 32,
"num_nodes" : 4,
"shared_mempools" : 4,
"node0.cores" : 8,
"node0.clock" : "2GHz",
"node0.allocation_policy" : 1,
"node0.latency" : 2000, #2us
"node0.memory.start" : 0,
"node0.memory.size" : 16384, #in KB
"node0.memory.frame_size" : 4,
"node0.memory.mem_tech" : 0,
"node1.cores" : 8,
"node1.clock" : "2GHz",
"node1.allocation_policy" : 1,
"node1.latency" : 2000, #2us
"node1.memory.start" : 0,
"node1.memory.size" : 16384, #in KB
"node1.memory.frame_size" : 4,
"node1.memory.mem_tech" : 0,
"node2.cores" : 8,
"node2.clock" : "2GHz",
"node2.allocation_policy" : 1,
"node2.latency" : 2000, #2us
"node2.memory.start" : 0,
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"node2.memory.size" : 16384, #in KB
"node2.memory.frame_size" : 4,
"node2.memory.mem_tech" : 0,
"node3.cores" : 8,
"node3.clock" : "2GHz",
"node3.allocation_policy" : 1,
"node3.latency" : 2000, #2us
"node3.memory.start" : 0,
"node3.memory.size" : 16384, #in KB
"node3.memory.frame_size" : 4,
"node3.memory.mem_tech" : 0,
"shared_mem.mempool0.start" : 001000000,
"shared_mem.mempool0.size" : 4194304, #in KB
"shared_mem.mempool0.frame_size" : 4,
"shared_mem.mempool0.mem_type" : 1,
"shared_mem.mempool1.start" : 101000000,
"shared_mem.mempool1.size" : 4194304, #in KB
"shared_mem.mempool1.frame_size" : 4,
"shared_mem.mempool1.mem_type" : 1,
"shared_mem.mempool2.start" : 201000000,
"shared_mem.mempool2.size" : 4194304, #in KB
"shared_mem.mempool2.frame_size" : 4,
"shared_mem.mempool2.mem_type" : 1,
"shared_mem.mempool3.start" : 301000000,
"shared_mem.mempool3.size" : 4194304, #in KB
"shared_mem.mempool3.frame_size" : 4,
"shared_mem.mempool3.mem_type" : 1,

}

According to the example configuration, the clock frequency of Opal is 2GHz (”clock” :
”2GHz”). In every cycle Opal can serve up to 32 requests (”max inst” : 32). The system has
4 nodes (”num nodes” : 4) with a private memory each and shared global memory is divided into 4
memory pools (”shared mempools” : 4). Each node has 8 cores (”node0.cores” : 8) and clock fre-
quency of 2GHz (”node0.clock” : ”2GHz”). Private memory size is 16MB (”node0.memory.size” :
16384) beginning at address 0 (”node0.memory.start” : 0). Memory technology of private mem-
ories in all the nodes is DRAM (”node0.memory.mem tech” : 0) with a frame size or page size
of 4KB (”node0.memory. f rame size” : 4). Network latency to communicate with Opal is 2 mi-
cro seconds (”node3.latency” : 2000). Total global or shared memory is 16GB, which is di-
vided into 4 memory pools each of 4GB (”shared mem.mempool0.size” : 4194304). Starting ad-
dress of shared memory pool 0 is 001000000 (”shared mem.mempool0.start” : 001000000) which
is equivalent to local memory(16MB) + 1, and memory pool 1 starting address is 101000000
(”shared mem.mempool1.start” : 101000000) which is equal to starting address of shared mem-
ory pool 0 + shared memory pool 0 size . Figure 2.4 depicts starting address of each memory pool
from which size of each memory pool can be deduced. Each shared memory pool is of NV M type
(”shared mem.mempool0.mem type” : 1) with 4KB frames (”shared mem.mempool0. f rame size”
: 4). The memory allocation policy used for all nodes is the alternate memory allocation policy
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cpu/cores

mmu

node 0

local memory  
16MB (DRAM) 

(000000-FFFFFF)

cpu/cores

mmu

Figure 2.4: Example configuration

(”node0.allocation policy” : 1), which is explained in Section 2.

Opal Requests

Several request types are handled and addressed in Opal: hints from the core, page faults from
memory management unit, TLB shootdown and shootdown acknowledgement requests.

1. Hints: mmap and malloc requests are used to reserve space in the memory for future use.
These requests, are sent to Opal by the core. Opal stores the requests as hints for memory
allocation.

2. Page fault requests: Page fault requests need to be allocated memory. Allocation of memory
from local memory or shared memory is decided based upon the hints provided by the core
and the memory allocation policy. For every page fault request, Opal searches for any hints
associated with the page. If hints are available, memory is allocated according from the
specified memory region. If no hint is found, memory is allocated based on the allocation
policies. Memory allocation policies are explained in section 2.

3. TLB shootdown: Nodes in disaggregated memory systems can benefit by migrating pages
from global memory to local memory. Opal has the capability to migrate pages from local
memory to shared memory and vise versa. Whenever pages are migrated, a TLB shootdown
is initiated to invalidate the respective pages in all the cores in the nodes.

4. Shootdown acknowledgement: The MMU component, which maintains TLB units, sends a
shootdown acknowledge event to Opal after invalidating the addresses during a TLB shoot-
down event.
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Memory Allocation Policies

Various memory allocation policies are implemented in our design and are discussed below.

1. Local memory first policy: Local memory is given more priority than shared memory. Local
memory is checked first and if there is no spare capacity then shared memory is checked. If
shared memory is spread into different memory pools, then the memory pool is chosen ran-
domly from among the available memory pools with enough space. If none of the memory
pools have spare capacity,then an error message is thrown. This memory allocation policy
can be chosen by setting the ”allocation policy” parameter of a node to 0.

2. Alternate allocation policy: Memory allocation alternates between local and shared memory
in a round-robin fashion. For example, the first request will be allocated from local memory;
the second request from shared memory; the third request from local memory; and so on.
If there are multiple shared memory pools then requests alternate between the pools – the
first request will be allocated from local memory; the second request from shared memory
pool-0; the third request from local memory; the fourth request from shared memory pool-1;
the fifth request from local memory; etc. This memory allocation policy can be chosen by
setting ”allocation policy” parameter of a node to 1.

3. Round-robin allocation policy: Similar to the alternate allocation policy, round-robin alter-
nates requests except that it includes all of the available pools in the queue rather than having
a nested policy. For example, if there are two shared memory pools then the first request will
be allocated from local memory; the second request will be allocated from shared memory
pool-0; the third request will be allocated from shared memory pool-1; the fourth from local
memory; etc. This memory allocation policy can be chosen by setting ”allocation policy”
parameter of a node to 2.

4. Proportional allocation policy: Memory is allocated proportionate to the fraction of total
memory that each memory provides. If local memory size is 2GB and shared memory size
is 16GB, then for the 1st memory allocation request, memory is allocated from local mem-
ory and then for the next 8 memory requests memory is allocated from shared memory in
sequential order. For 10th memory request, memory is allocated from local memory and so
on. This memory allocation policy can be chosen by setting ”allocation policy” parameter
of a node to 3.

Communication Between Nodes

Opal also supports communicating between nodes. Nodes can communicate with one another
by sending hints with same f ileID to Opal using Ariel ariel mmap mlm and ariel mlm malloc
calls. Opal checks if the received f ileID is registered with any memory. If it is, then the specific
page index is sent to the requesting node. If the f ileID is not registered with any memory page, then
memory is allocated based on the requested size. The allocated memory region is now registered
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with the requester f ileID. Nodes can shared information just by writing information to the specific
pages. This reduces costly OpenMPI calls to share information between nodes.
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Chapter 3

Evaluation

Opal was evaluated by studying the performance of a system with varying number of nodes,
amount of shared memory and memory allocation policies. Performance is calculated in terms of
instructions per cycle (IPC); IPC of all cores is averaged to get the system IPC.

Table 3.1 describes the configuration of the system used to evaluate the design. We used 2 cores
per node, a local memory of 2GB for each node and a shared memory of 16GB. Each core in a
node is configured to execute maximum of 100 million instructions. For simplicity we assume that
each node executes only one application, XSBench. To increase the size of the load, XSBench is
set to have large size with 2 threads. It should be noted that for Figures 3.1 and 3.2, N indicates the
number of nodes and SM indicates number of shared memory pools the shared memory is divided
into. For example, N4 with SM2 indicates the disaggregated memory system has 4 nodes and
shared memory is divided into 2 shared memory pools. Also, LMF indicates local memory first
memory allocation policy, ALT is alternate memory allocation policy, RR is round robin memory
allocation policy, and PROP indicates proportional memory allocation policy.

Table 3.1: System Configuration

Parameter Value
Number of cores in each node 2
maximum instruction count per core 100M
Local memory size 2GB
Shared memory size 16GB
Network Latency 20ns
Application running in each node XSBench
Application options -s large -t 2

Contention at shared memory contributes to the performance of disaggregated memory sys-
tems. The more the contention at the memory the more will be the delay in getting response from
memory. Based on this we explored different memory allocation policies proposed. They are as
follows:

1. Local memory first memory allocation policy: According to local memory first allocation
policy, memory is first allocated from private memory and if it is full, memory is allocated
from global memory. XSBench has a memory footprint of approximately 460MB when
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b. ALT policy
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c. RR policy
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d. PROP policy
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Figure 3.1: Disaggregated memory system performance in instructions
per cycle for different memory allocation policies by varying number of
nodes and number of shared memory pools

executing 100 million instructions. Accordingly, all the memory can be allocated form the
local memory and because each node has its private memory the amount of time to access
data from the memory should be same as there is no contention due to other nodes. Our
results in Figure 3.1(a) show that the IPC of the system is up to 0.6 with either 1, 2 or
4 nodes as these nodes are not accessing shared memory which is based on the memory
requirement of the application and memory allocation policy.

2. Alternate memory allocation policy: Every other memory address is allocated from shared
memory. So almost half of the memory is from shared memory, that is, among 460MB of
memory 230MB is allocated from shared memory. From Figure 3.1(b) it can be seen that
the IPC of the nodes with only one node in disaggregated memory system is almost half
(0.27) compared to local memory allocation policy. This is because of half of the memory is
allocated from shared memory and delay in accessing shared memory is more.

As the number of nodes increases, the system exhibits further slowdowns due to contention
at shared memory from multiple nodes. From Figure 3.1(b) we can observed that IPC is 0.27,
0.22 and 0.13 with 1, 2 and 4 nodes in disaggregated memory systems when shared memory
is divided into only 1 shared memory. Contention at the memory pool is less when shared

20



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

SM
1

SM
2

SM
4

SM
1

SM
2

SM
4

SM
1

SM
2

SM
4

N1 N2 N4

In
st

ru
ct

io
ns

 p
er

 C
yc

le

LMF
ALT
RR

PROP

Figure 3.2: Comparing performance of disaggregated memory system by
varying different memory allocation policies

memory is maintained in multiple memory pools. Hence, we divided shared memory into 2
and 4 shared memory pools. For instance, from Figure 3.1(b) we can see that if 4 nodes are
present in the system, then IPC is 0.13, 0.21 and 0.25 with 1, 2 and 4 shared memory pools
respectively.

3. Round robin memory allocation policy: In this memory allocation policy, memory addresses
are allocated based on the number of memory pools, which includes the local memory pool.
So the more shared memory pools, the more total memory that is allocated from shared
memory, which degrades system performance. From Figure 3.1(c) it can be observed that
when only one node is used with a single shared memory pool, the system has an IPC of
0.27. When the number of memory pools is increased to four, the IPC drops to 0.22. As the
number of nodes increases, this effect is not present due to contention at the shared memory
from multiple nodes. For instance, from Figure 3.1 it can be observed that if 4 nodes are
used, the IPC of the system is around 0.13, when shared memory is maintained in only one
shared memory pool, and IPC is around 0.19, when shared memory is divided into 4 shared
memory pools.

4. Proportional memory allocation policy: In this policy, memory is allocated in proportion
with local and shared memory sizes. The local memory size is 2GB and the shared memory
size is 16GB, which makes the proportion at which shared memory and local memory is
allocated is 8 : 1, that is, for every 9 memory allocations, 8 memory allocations are from
shared memory and 1 memory allocation is from local memory. Accordingly, more memory
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is allocated from shared memory in comparison with round robin and alternate memory
allocation policies. If more memory is allocated from shared memory, the performance
decreases. From figure 3.1(d) it can be clearly observed that the performance in proportional
memory allocation policy is less compared to the other memory allocation policies. For
example, with 4 nodes and with alternate memory allocation policy IPC is 0.13 and with
proportional memory allocation policy IPC is 0.07. Like other memory allocation policies,
the system IPC decreases as the number of nodes increases. IPC decreases from around 0.2,
when 1 nodes is used, to around 0.07, when 4 nodes are used in the system, according to
Figure 3.1(d). Also, when shared memory is divided into multiple shared memory pools the
IPC of the system increases from 0.07, when shared memory is maintained in one shared
memory pool, to 0.18, when shared memory is divided into 4 shared memory pools.

Figure 3.2 compares different memory allocation policies. It can be seen that the performance
of the system with the local memory allocation policy is greater when compared to the other
memory allocation policies since XSBench does not require more than the total local memory.
In a real system, the entire local memory will not be available for one application. Moreover, in
a disaggregated memory system, multiple allocation policies are used to allocated memory from
both local and shared memory. Alternate memory allocation policy uses less shared memory when
there are more available pools, which makes it perform better than RR and PROP. From Figure 3.2,
it can be observed that the IPC of the system with alternate memory allocation policy is 0.28, 0.22
with round robin memory allocation policy and 0.20 with proportional memory allocation policy
when disaggregated memory system is configured to have only one node and shared memory is
divided into 2 shared memory pools. From the same example it should also be noted that the
system with performance of proportional memory allocation policy is less compared to all the
other memory allocation policies introduced as this policy uses more shared memory compared to
other allocation policies.
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Chapter 4

Conclusion

Opal is a centralized memory manager that can be used to investigate disaggregated memory
systems. It can be used to study the effect of page migration policies, page replacement policies,
and memory allocation on systems at scale. More generally, it can be used to study dynamic
page resizing, dynamic duplication, optimizations for TLB shootdown, acceleration for address
translations, and pre-fetching.
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